# A Bayesian approach to examine the feasibility of integrating a data based households’ eligibility application in a basic income system

# Abstract

Appeals to governments for implementing basic income systems are contemporary and wide spreading. The most existing theoretical background of the basic income concept prescribes transferring equal amounts to individuals irrespective of their socioeconomic attributes. However, the most recent and ongoing basic income initiatives all around the world are attached to certain socioeconomic attributes of the households to be the eligible receivers. Since 2010, Iran has implemented a broad basic income system for all its citizens irrespective of their socioeconomic attributes. Since the recent years and in the face of budget constraints, the Iranian government has been attempting to consider the welfare attributes of the receiver households to be eligible or not. This has been facing significant challenges with regard to appropriate distinguishing of the relative vulnerable from the relative wealthier groups. Are designing basic income systems with integrating a data based households’ eligibility application feasible? In this paper, we analyze this question by utilizing the official welfare data of one and a half million Iranian citizens and a Bayesian network approach.

# Introduction

The idea of basic income, a minimum income transferred by state to each member of a society,is wide spreading. Appeals to governments for implementing basic income programs are all contemporary including the United Kingdom (Jordan , 2012; Mori, 2017), Germany (Scientific Advisory Board at the Federal Ministry, 2021; Coalition agreement SPD, The Greens and FDP, 2021) and Spain (Perkiö, 2013; De Durana & Rodrigu, 2021). In addition to the major programs and plans, there are a large number of small scale pilot projects, which are mostly revolving around several experiments in the United States (Yang et al., 2021) and serve as scientific controlled trials to capture the potential up and downs of performing the this idea (Moffitt, 2003). A complete list of the major implemented or ongoing basic income programs can be found in the World bank (Gentilini et al., 2020). Basic income systems per definition do not attach any social-demographic attributes such as age, marital status, gender, health status, social class and etc. to any individual as eligibility criteria (Bill, 1988; Van Parijs, 1991; Van der Veen, 1998; Pateman, 2004; Raventós , 2007; Widerquist, 2001). In addition, basic income shall be paid uniformly to each person of the society (Bill, 1988; Van Parijs, 1991; Van der Veen, 1998; Standing, 2012; Von Gliszczynski, 2017; Lovett, 2009; Raventós, 2007).

The idea of paying uniformly distributed basic income to all members of a society might improve the quality of life and reduce poverty, however, there are yet theoretical debates (Hoynes & Rothstein, 2019; Yang et al., 2021; Jackson, 2017; OECD, 2017; Zheng et al., 2020) regarding the financing a broad basic income program. Basically, if the equally transferred cash to all individuals be set too low, it becomes insufficient in reducing poverty. On the other hand, setting too high cash transfers payed to each individual can become extremely costly and infeasible in the face of the governments’ budget constraint (Fitzpatrick, 1999). The evidences of expansiveness’s of basic income come not only from theoretical perspective but also from empirical experiences. Hoynes & Rothstein (2019) estimate a broad basic income program not attached to social-demographic variables to be costly about twice the cost of all existing transfers in the United States. A universal *no question asked* public transfer to everyone would necessitate significant tax rises as well as reductions in essential existing benefits in (OECD, 2017). Jackson (2017) predicts that implementing a broad basic income program would increase tax rates for below median income workers up to 70 percent or 80 percent if the basic income level is set at one-half of Canada’s median income. Zheng et al., (2020) prognoses that if in China, in 2014, the government would have decided to pay every adult a monthly income of 336 yuan (if living in urban areas) or 231 yuan (if living in rural areas), this would have required a yearly government expenditure of 3.472 trillion yuan, equivalent to approximately 5.46% of overall Chinese GDP and almost half of the overall Chinese government expenditure.

Iran is known as the first country in the world to provide a de facto based on the definition of World bank (Gentilini et al., 2020) basic income system to all its citizens. In December 2010, Iran launched a cash transfer program that payed every Iranian residing in the country the equivalent of $40–45 a month, unconditionally. The program, while still continuing after thirteen years, has lost much of its desired effect as the purchasing power of the transfers has been largely receding through inflation. It is now witnessed as insufficient for the vulnerable households and simultaneously as of little value for the relatively wealthier households, while worsening the government’s budget considering of its large aggregate size.

Subsequently, it has become inevitable for the administration to pursue the idea of a basic income, which incorporates a households’ eligibility application in its system. Apart from Iran’s experience, the most recent or currently ongoing basic income initiatives all around the world, are attached to certain socioeconomic conditions to select the eligible receivers (Yang et al., 2021).

Are designing basic income systems with integrating a data based households’ eligibility application feasible? This paper investigates this question as a research gap within the existing literature of basic income. We analyze this question by utilizing the official welfare data of one and a half million Iranian citizens and a Bayesian belief network BBN approach. Thereby, we investigate whether one administration can obtain reliable probabilistic inferences regarding the average amount of cash, households have access in their bank accounts based on the reliable welfare households’ data.

The remainder of the paper is as follows. Section 2 explains the main welfare attributes of the individuals within the source data of the research and how the individual data is converted into the households’ data table. How the Bayesian model is constructed and evaluated, are explained in section 3. The results of the analysis are presented and deliberated in section 4. Concluding remarks are highlighted in section 5.

# Data preparation

The anonymized welfare data of 1.5 million randomly chosen individual Iranian citizens provided by Iran’s [ministry of cooperatives, labor, and social welfare](https://irangov.ir/cat/502) are utilized in this study. The 30 distinct registered information for each individual are depicted in table 1. The source data table’s each row belongs exactly to one person containing welfare information of that person in 30 distinct columns. We did not utilize this data table directly, as we believe in a more meaningful parameter to evaluate the individuals’ welfare i.e. the aggregation of entire individuals’ welfare attributes within their corresponded household. Over the key identification *Parent ID*, we ascribed each of the 1.5 million individual persons to their corresponded unique household and came out with exactly five hundred thousand households in the total. We generated out of individual available data a new table named *Household\_welfare\_data*. In the aggregation process, we added the welfare values of individual persons (e.g. car numbers and car values) within a family together and averaged the sum over the number of family members. The aggregation carried out with the exception of person ID, parent ID, age, gender and the living place. These variables are not to be summed and hence are represented by the parent’s information in the *Household\_welfare\_data*. Finally, due to the existing of 8280 NaN values in a column related to the question of *living in the city or not*, we dropped the corresponded rows to come up with a data table consisting of 491720 rows × 30 columns.

Table 1: The types of 30 distinct registered information from each individual

|  |  |
| --- | --- |
| Person’s family profile and gender | 1. Person ID |
| 1. Parent ID |
| 1. Age |
| 1. Gender |
| Person’s living place | 1. live in the city or not? |
| Person’s income | 1. Total annual salary |
| 1. Has a trade union license? |
| 1. Is an employed taxable person? |
| Person’s insurance and retirement status | 1. Has health insurance? |
| 1. Is a pension fund insurer? |
| 1. Is a pension fund retiree? |
| Person’s transport and trips | 1. Number of foreign air trips |
| 1. Number of foreign land trips |
| 1. Total number of cars |
| 1. Total value of cars |
| Person’s special health issues | 1. Is a special patient? |
| 1. Is a disabled person? |
| Person’s bank account records of the recent years | 1. Total income from bank interest within 20.03.2016-20.03.2017 |
| 1. Total creditor turnover within 20.03.2016-20.03.2017 |
| 1. Total debt within 20.032016-20.03.2017 |
| 1. Average accounts balance within 20.03.2016-20.03.2017 |
| 1. Total income from bank interest in within 20.03.2017-20.03.2018 |
| 1. Total creditor turnover within 20.03.2017-20.03.2018 |
| 1. Total debt within 20.03.2017-20.03.2018 |
| 1. Average accounts balance within 20.03.2017-20.03.2018 |
| 1. Total income from bank interest within 20.03.2018-20.03.2019 |
| 1. Total creditor turnover within 20.03.2018-20.03.2019 |
| 1. Total debt within 20.03.2018-20.03.2019 |
| 1. Average accounts balance within 20.03.2018-20.03.2019 |
| 1. Average accounts balance within 20.03.2019-20.03.2020 |

# Bayesian Network model

A Bayesian belief network BBN model (Pearl, 1988) is a graphical network that represents probabilistic relationships among a bundle of variables. It comprises a directed acyclic graph DAG with nodes representing the variables and arcs representing conditional dependencies between the connected nodes. Bayes theorem defines the relationships between variables (Puga et. al., 2015). The main objective of BBNs is to infer the posterior probability distribution of a set of presumably not completely observable variables after observing a set of observable variables. A clear explanation of what Bayesian Belief Networks are and how they are utilized is explained in Barbrook-Johnson and Penn (2022).

In our investigation, the total of the 30 variables in the table 1 are selected to be the main components of the Bayesian network. The corresponded variable to the thirty’s row of the table 1 i.e. the *average balance of the entire family members’ accounts* within the period of 20.032019-20.03.2020, is the key *dependent* variable of our study. In a certain year, this variable represents the averaged *remaining* total amount of the money, which is accessible in the bank accounts of the entire members of a family through that year, after all the debits and credits have been considered. It is describing the level of accessibility of a household to *cash* through the year, and hence is presumed to be the possible criterion of the eligibility or not eligibility of a household to receive further cash in the form of a basic income. Hereafter, if the administration decides e.g. on 20.03.2019 upon the eligibility of a household to be the receiver of the basic income within the time period 20.032019-20.03.2020, it can look at the aggregated values of the welfare attributes of the entire members of that family by means of their banking records from 20.03.2016 until 20.03.2019 (rows 18-29 at table 1) as well as their non-banking welfare attributes of that household at the day of decision making (rows 3-17 at table 1) to assess the probabilistic posterior access of that household within the upcoming time. As the individual banking records can be interpreted as sensitive information and might not be applicable, we design experiments in this paper, once with the existence of the banking records and once without the banking records.

To construct the Bayesian network, we must go through three steps. As Bayesian networks conventionally use labeled variables, whose domain are a finite set of labels, we should discretize the space of the data for the entire variables at the first step. We do this step by splitting the data for each of 30 variables into 2 subsections, if applicable. If a variable is greater or equal than a certain threshold , it becomes labeled as *negative* (by assumption) and if it is smaller than it becomes labeled as *positive* by (assumption). To experiment the impact of setting different values of , we incorporate *deciles*. A decile is the result of splitting up the ranked data of each variable into 10 equally large subsections, so that each subsection represents 1/10 of the data of a variable. We set the splitting threshold in each experiment of our study to the 9 in-between threshold value of 10 identified deciles. Thus, the *n’*th decile splits the entire data related to a certain variable of the table 1 to the *negatives*, which represent the data part with values greater or equal than the *n/10* of the ranked data of that variable and the *positives*, which represent the data part with values smaller than the *(10-n)/10* of the ranked data of that variable. For example, the corresponded to the *n=5* splits the data of a variable into the values less than the *median (positives)* and the values greater than the *median (negatives)*. Note that, each time we set the threshold in line with a certain decile, we apply the same decile number *n* to split the data of all 30 variables. The splitting of variables is done with the exception of the *gender* and the *living place*, which are binary variables on their own.

In the second step, we estimate a DAG that captures the dependencies between the variables given the labeled data (Neapolitan, 2003). In our study we are using the Hill Climbing Search algorithm (Tsamardinos et al., 2006). This algorithm undertakes a greedy local search that starts from a disconnected DAG consisting of the entire 30 variables and proceeds by iteratively performing single-edge manipulations that maximally increase the value of a *score* function. The score function maps DAGs to a numerical score, which measures how well DAGs fit to the given data table. We apply the *pyAgrum* 1.9.0 on Jupyter framework to compute the DAG as well as the subsequent Bayesian learning computations through our study.

In the third step, we compute the conditional probability distributions CPTs of the individual variables, given the DAG and the labeled data.

By completion of the third step, the BNN is completed and can be used to make inferences regarding the posterior probabilities of the variables of concern. In this paper we are pursuing the feasibility of obtaining reliable inferences regarding the average amount of cash, each household is going to have access on average in an upcoming year of interest, after the BNN is consulted by a set of the household’s welfare attributes. Thereby, we design experiments to split the variable *average balance of the entire family members’ accounts* within the period of 20.032019-20.03.2020 (, which is the key variable of our study) according to the 9 in-between threshold values of 10 deciles, each time to the corresponded *negative* and *positive* subsection and see how well the BBN can distinguish the households, who are positioned on the area larger or equal than the threshold (negatives), from the households, who are positioned on the area smaller than the threshold (positives). As the BBN model outputs probabilities values linked to being *negatives* or *positives*, we must decide upon a probability threshold upon which we decide to classify a household as a *positives* type, if the predicted posterior probability of *positives* exceeds and classify a household as a *negatives*, if the predicted posterior probability of *positives* for that household through the BBN model does not exceed the . The default for interpreting probabilities to class labels is 0.5. However, tuning of to increase the preciseness of predictions, necessitates observing the changes in the accuracy of the BBN model to predict each *negative* and *positive* value of the target variable while moving e.g. from 0.0 to 0.9 in small (e.g. 0.1) incremental step sizes. Thereby we apply the *receiver operating characteristic* (ROC) curve (Fawcett, 2006) and the *precision and recall* (PR) curve (Powers, 2011) as well.

Before presenting the results in section 4, we explain the applied metrics to assess the feasibility of correct eligible households’ classification by a special case in the experiment design of our investigation.

## Classification of households according to above and under median cash availability

In this subsection we examine the distinguishing of the population with under *median* average cash access from the population with above *median* average cash access. The threshold (n=5) is set to be the cash level larger than available for the lower *n=5* deciles (*positives*) and less than available for the upper *n=5* deciles (*negatives*). We split the data of the rest of the variables to the *negatives* and *positives* based on their median levels, accordingly, as described in the previous section. The BBN model is trained using the labeled data of 30 variables in line with (n=5) and the Hill Climbing Search algorithm over the 80% of the 491720 rows × 30 columns of data. The BBN’s DAG is presented in figure 1.

We use the rest of 20% of the entire data table as the test set. Left and right hand panels of the Figure 2 illustrate the ROC and PR metrics of the test set, respectively. To interpret these accuracy measures we should first note the definitions a-d, as well as the equations 1-8.

1. True negative: if the target value is negative and the predicted value is negative.
2. True positive: if the target value is positive and the predicted value is positive.
3. False negative: if the target value is positive and the predicted value is negative.
4. False positive: if the target value is negative and the predicted value is positive.

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

The ROC Curve depicts the contrast between the *true positive rate* and *false positive rate* by changing the probability thresholds . The PR curve depicts the possible trade-off between the *recall* and the *precision* by changing the probability thresholds . Note that the *precision* describes, how precise the model is, if it predicts a class to be e.g. *positive*, whereas the *recall* describes, how much the model has succeeded to cover the *positives* to be correctly predicted. The *PR* becomes more meaningful, when there are moderate to large *imbalances* between the number of data within the negatives and positives classes e.g. when we are seeking to distinguish the population with the lowest *n=1* decile (*positives*) from the rest 9 deciles (*negatives*).

The AUC represents the integral of the area under ROC and PR curves and is a metrics for evaluating the accuracy of the model by considering the entire possible ranges of the . The *f1\_score* represents the *harmonic* mean of the *precision* and *recall* metrics. Note that *f1\_score* does not incorporate the *True negative count*. The *accuracy\_total* represents the overall accurateness of the model without being detailed in the *negatives* and *positives* subsections.

The blue point in figure 2 is the *optimal PR threshold* that results in the best balance between the *precision* and *recall* metrics expressed in the term *f1\_score*. The red point in the figure 2 is the *optimal ROC threshold* that result in the best balance between the true and the false *positive* rates. The ROC and PR curves in Figure 2 show a around 0.425-0.492 as the optimum threshold, which delivers a balanced accuracy and preciseness to predict the *positive* classes. In that , we will be able to cover between 80-90 percent precisely predicted *positive* i.e. below median level cash accessible households. Through, by setting *non-optimal* threshold values deviating from the optimal value, we can increase the recognition of the true *positive* households up to levels higher than e.g. 90%, however, then we should take extra added *false positives* (in ROC), as well as a reduced precision (in PR) into the account.

Note that the most of the indicators are concerning regarding the possible fine-tuned detection of *positives* and not the *negatives*, per definition. This is to some extend legitimate in our study, as the first concern of basic income programs is the detection of *positives* and not *negatives*.

Depending on their budget constraints, the political administrations might be interested (beside the optimal thresholds) in the range of non-optimal threshold values as well, as they can choose threshold values encompassing e.g. higher than 90% recognition of True positives (, which promises a higher recognition rate of lower income groups compared to the level corresponded to optimal threshold) at the cost of accepting to allocate extra budget to be distributed to *False positives*. The trade-off between recognition of negatives and positives in the test set of the Iranian *Household\_welfare\_data* through altering the threshold from 0.0 to 0.9 in small (0.1) incremental step sizes and its relationship with the *accuracy\_total* is represented in figure 3.

As the individual banking records can be interpreted as sensitive information and might not be applicable, we replicate the classification of households in the test set according to above and under median cash availability *without* their recent years banking records (with the exception of the *average balance of the entire family members’ accounts*, which is incorporated only in the training step). Note that, banking records of the recent years play a crucial role to predict the households’ cash access. This is illustrated in figure 4. Each panel of figure 4 describes the change in the posterior probability of *negatives* and *positives* groups’ cash access (in the vertical axis) by providing evidences from a single explanatory variable in form of probability *x* for being that variable *negative* and *1-x* for being that variable *positive* and incrementing *x* along the horizontal axis from 0.0 to 1.0 in small (0.01) incremental step sizes. The absolute difference of the maximum and the minimum of the posterior probability of *negatives* cash access by changing the value of the explanatory variable in the horizontal axis is depicted in the parenthesis above each explanatory variable’s panel and is a criterion for assessing how *important* that variable is in the shaping of a prediction for the dependent variable. The panels are sorted from the left to the right and above to below based on increasing in the *importance values*. As it is evident from the figure 4, the entire banking records (rows 18-29 at table 1 and in the lower 4 rows in figure 4) play the greater role to predict the posteriors in comparison with the non-banking welfare attributes of that household (rows 3-17 at table 1 and the first 4 rows in figure 4). Hence, it can be rationally expected that erasing banking records will reduce the model accuracy metrics.

The reduced BBN (BBN\_2) model through subtraction of banking records of the recent years is trained using the labeled data of 14 variables in line with (n=5) and the Hill Climbing Search algorithm over the 80% of the 491720 rows × 14 columns of data. The BBN\_2’s DAG is presented in figure 5. The PR and ROC curves together with *AUC* and *f\_score* values in figure 5 indicate the feasibility of obtaining relatively precise predictions by setting the to optimal values. The indicators, of figure 5, however imply lower preciseness compared to the figure 2. This approve our expectation regarding the reduced accuracy metrics’ level through erasing the banking records by (n=5). The trade-off between recognition of negatives and positives (in the case of cutting the banking records from the households’ eligibility question in the test set of the Iranian *Household\_welfare\_data*) through altering the threshold from 0.0 to 0.9 in small (0.1) incremental step sizes and its relationship with the *accuracy\_total* is represented in figure 7. One can see, that, in this case, the administration will have less play room in the range of non-optimal threshold values, if they e.g. decide to choose threshold values to achieve higher than 90% recognition of True positives. In this case (, which promises a higher recognition rate of lower income groups), the administration must be accepting to allocate extra budget to be distributed to more than 60% *False positives*, who might not be deserved to be receivers of the basic income, indeed.

# Results

The results of examining the feasibility of distinguishing lower cash accessible groups (positives) form higher cash accessible groups(negatives) by setting various cash accessibility thresholds *th(n)* and various distinguishing probability thresholds *tp(n)*, are presented in tables 2 (where banking and non-banking welfare records of households are incorporated) and 3 (where only non-banking welfare records of households are incorporated). Each column represents one distinct percentile number , which can be the possible boundary of cash accessibility to define the *negatives* and *positives*. Each of the first nine rows, represent one distinct percentile number , upon which we can decide to classify a household as a *positives* type if the predicted posterior probability of *positives* exceeds . Each bracket within the cells within the first 9 rows and 9 columns, represents the result of the BNN models’ predictions regarding 1000 randomly chosen persons from the test set in the order of *True positives*, *True negatives*, *False positives* and *False negatives* in the bracket. The tp\_ROC, tp\_PR, AUC\_ROC, AUC\_PR, f1\_score\_ROC, f1\_score\_PR and max\_accuracy represent the optimal indicators of accuracy corresponded to the entire test set within each column. The *max\_accuracy* describes the maximum of the overall accuracy (*accuracy\_total*) we ca achieve to deliver correct predictions within each .

The metrics reveal that, first of all, the probability of proper recognition of the entire vulnerable households without error is infinitely low. This is due to emergence of *false negative* counts, i.e. vulnerable households, that mistakenly are detected as wealthy classes almost in all experiments. The rare results, without *false negatives* being involved, comprise corner solutions consisting of e.g. tp(n=1) and th(n=9), which describe the situation, where the administration is almost next to the point approximating a basic income system for the entire population of the society.

In the both tables 2 and 3, the minimum of *max\_accuracy* appears when the thresholds for distinguishing positives from negatives are set at the median cash accessibility level e.g. *th(n=5)* or next to it. The *max\_accuracy* increases when we move towards deciding to distinguish the extreme high cash accessible groups e.g. *th(n=9)* from the rest of the society or to distinguish the extra low cash accessible groups e.g. *th(n=1)* from the rest of the society. The relatively high overall feasibility of appropriate predictions to distinguish extreme groups from the rest is also evident form the parameter *AUC\_ROC* in both tables. However, the high total accuracies by detection of extreme groups does not mean equal preciseness with regard to *positives* and *negatives*. This is revealed through observing at *f1\_score*s obtained at optimal threshold levels. f1\_score\_ROC and f1\_score\_PR decrease if we move from the *th(n=9)* to *th(n=1).* This mainly goes back to the increase in *False negative counts* and can be made evident by means of looking at the last element of each brackets (*False negative counts*) within each row. This means although by setting the threshold at the left hand side of the deciles range e.g. *th(n=1)* we are capable to recognize a relative high number of *negative* marked households, however, due to imbalance in the data (through higher proportion of *negatives*), some predictions regarding real *positive* household, which are the main targets of the basic income turns to be false. The problem of *False negative* counts becomes less severe when setting the threshold at the left hand side of the deciles range e.g. *th(n=9).* In this case all indicators i.e AUC\_ROC, AUC\_PR, f1\_score\_ROC, f1\_score\_PR and max\_accuracy, are indicating satisfactory predictions. Regardless of the question of the optimum decile number , the question, which probability threshold , should we set to achieve the maximum accuracy of detection, can be answered to some extent by deviating from the optimal *tp\_ROC* and *tp\_PR* levels. A government can deviate from the optimal levels, which often occur to be around 0.4 i.e. *tp(n=4)* in our research and set extremely soft by reducing the thresholds to the levels lower than the optimum one e.g. to the *tp(n=1 or 2 or 3)*, to achieve the minimum possible number of e.g. *False negative counts.* However, this tolerance often happens at the cost of accepting to allocate extra budget to be distributed to the *False positives*. The play room, they have to move back and forth in the range of non-optimal *tp\_ROC* and *tp\_PR* threshold values, in the cases of the availability of high resolution welfare attributes of the households (e.g. through integrating the bank records) is wider, compared to the cases of working with relatively limited number of welfare attributes of the households. This is because the slopes of the true positive and false positive count curves through the probability threshold axis are of a relative sharp style when incorporating less information in the Bayesian model as illustrated in figures 3 and 5.

Table : feasibility of distinguishing lower cash accessible groups (positives) form higher cash accessible groups(negatives) by setting various cash accessibility thresholds th(n) and various distinguishing probability thresholds tp(n) if bank records incorporated

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| index | th(n=1) | th(n=2) | th(n=3) | th(n=4) | th(n=5) | th(n=6) | th(n=7) | th(n=8) | th(n=9) |
| tp(n=1) | [110, 752, 109, 29] | [204, 529, 247, 20] | [299, 386, 293, 22] | [382, 280, 321, 17] | [475, 172, 342, 11] | [592, 87, 319, 2] | [695, 54, 245, 6] | [816, 18, 164, 2] | [907, 6, 87, 0] |
| tp(n=2) | [96, 816, 45, 43] | [187, 673, 103, 37] | [271, 546, 133, 50] | [362, 402, 199, 37] | [461, 324, 190, 25] | [561, 209, 197, 33] | [687, 117, 182, 14] | [812, 53, 129, 6] | [902, 20, 73, 5] |
| tp(n=3) | [93, 823, 38, 46] | [171, 708, 68, 53] | [248, 600, 79, 73] | [325, 479, 122, 74] | [448, 395, 119, 38] | [541, 270, 136, 53] | [667, 179, 120, 34] | [800, 89, 93, 18] | [897, 37, 56, 10] |
| tp(n=4) | [87, 829, 32, 52] | [162, 714, 62, 62] | [244, 610, 69, 77] | [315, 500, 101, 84] | [429, 426, 88, 57] | [528, 307, 99, 66] | [655, 210, 89, 46] | [787, 107, 75, 31] | [889, 59, 34, 18] |
| tp(n=5) | [78, 834, 27, 61] | [156, 722, 54, 68] | [239, 617, 62, 82] | [304, 509, 92, 95] | [416, 442, 72, 70] | [516, 322, 84, 78] | [642, 223, 76, 59] | [782, 120, 62, 36] | [885, 65, 28, 22] |
| tp(n=6) | [60, 840, 21, 79] | [146, 734, 42, 78] | [229, 627, 52, 92] | [289, 519, 82, 110] | [398, 452, 62, 88] | [506, 330, 76, 88] | [626, 230, 69, 75] | [775, 124, 58, 43] | [876, 69, 24, 31] |
| tp(n=7) | [43, 849, 12, 96] | [117, 750, 26, 107] | [192, 650, 29, 129] | [257, 543, 58, 142] | [368, 464, 50, 118] | [480, 351, 55, 114] | [605, 235, 64, 96] | [760, 129, 53, 58] | [866, 72, 21, 41] |
| tp(n=8) | [39, 849, 12, 100] | [66, 768, 8, 158] | [140, 662, 17, 181] | [193, 561, 40, 206] | [304, 486, 28, 182] | [414, 362, 44, 180] | [551, 256, 43, 150] | [728, 145, 37, 90] | [844, 74, 19, 63] |
| tp(n=9) | [0, 861, 0, 139] | [0, 776, 0, 224] | [94, 673, 6, 227] | [108, 591, 10, 291] | [199, 500, 14, 287] | [293, 386, 20, 301] | [446, 275, 24, 255] | [643, 158, 24, 175] | [803, 82, 11, 104] |
| tp\_ROC | 0.074391 | 0.185447 | 0.265056 | 0.366079 | 0.474387 | 0.627129 | 0.740497 | 0.821513 | 0.910046 |
| tp\_PR | 0.378252 | 0.379527 | 0.397367 | 0.405677 | 0.43069 | 0.486599 | 0.463268 | 0.491235 | 0.429511 |
| AUC\_ROC | 0.90767 | 0.897595 | 0.897214 | 0.897104 | 0.89446 | 0.897804 | 0.900916 | 0.909398 | 0.918033 |
| AUC\_PR | 0.653285 | 0.760698 | 0.80428 | 0.85266 | 0.885026 | 0.917967 | 0.924374 | 0.968684 | 0.985953 |
| f1\_score\_ROC | 0.557 | 0.686 | 0.763 | 0.804 | 0.835 | 0.864 | 0.881 | 0.903 | 0.924 |
| f1\_score\_PR | 0.668 | 0.73 | 0.77 | 0.805 | 0.836 | 0.871 | 0.901 | 0.935 | 0.967 |
| max\_accurcy | 0.916 | 0.88 | 0.856 | 0.815 | 0.858 | 0.838 | 0.865 | 0.902 | 0.95 |

Table : feasibility of distinguishing lower cash accessible groups (positives) form higher cash accessible groups(negatives) by setting various cash accessibility thresholds th(n) and various distinguishing probability thresholds tp(n) if bank records not incorporated

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| index | th(n=1) | th(n=2) | th(n=3) | th(n=4) | th(n=5) | th(n=6) | th(n=7) | th(n=8) | th(n=9) |
| tp(n=1) | [98, 601, 274, 27] | [188, 327, 469, 16] | [302, 161, 534, 3] | [386, 95, 514, 5] | [521, 45, 430, 4] | [596, 20, 383, 1] | [707, 8, 284, 1] | [808, 0, 192, 0] | [904, 0, 96, 0] |
| tp(n=2) | [81, 746, 129, 44] | [161, 508, 288, 43] | [270, 354, 341, 35] | [369, 203, 406, 22] | [509, 91, 384, 16] | [585, 64, 339, 12] | [701, 29, 263, 7] | [806, 5, 187, 2] | [904, 0, 96, 0] |
| tp(n=3) | [45, 817, 58, 80] | [119, 670, 126, 85] | [239, 456, 239, 66] | [323, 319, 290, 68] | [476, 170, 305, 49] | [568, 128, 275, 29] | [688, 53, 239, 20] | [803, 17, 175, 5] | [902, 2, 94, 2] |
| tp(n=4) | [33, 828, 47, 92] | [112, 695, 101, 92] | [188, 532, 163, 117] | [260, 406, 203, 131] | [453, 240, 235, 72] | [540, 171, 232, 57] | [668, 70, 222, 40] | [797, 27, 165, 11] | [901, 7, 89, 3] |
| tp(n=5) | [0, 875, 0, 125] | [103, 711, 85, 101] | [141, 610, 85, 164] | [222, 479, 130, 169] | [379, 326, 149, 146] | [491, 221, 182, 106] | [624, 121, 171, 84] | [778, 47, 145, 30] | [896, 12, 84, 8] |
| tp(n=6) | [0, 875, 0, 125] | [0, 796, 0, 204] | [121, 629, 66, 184] | [140, 545, 64, 251] | [307, 376, 99, 218] | [400, 284, 119, 197] | [581, 159, 133, 127] | [753, 68, 124, 55] | [888, 16, 80, 16] |
| tp(n=7) | [0, 875, 0, 125] | [0, 796, 0, 204] | [36, 682, 13, 269] | [92, 571, 38, 299] | [186, 427, 48, 339] | [326, 326, 77, 271] | [486, 208, 84, 222] | [696, 97, 95, 112] | [859, 27, 69, 45] |
| tp(n=8) | [0, 875, 0, 125] | [0, 796, 0, 204] | [0, 695, 0, 305] | [12, 604, 5, 379] | [129, 448, 27, 396] | [162, 376, 27, 435] | [357, 239, 53, 351] | [607, 131, 61, 201] | [812, 51, 45, 92] |
| tp(n=9) | [0, 875, 0, 125] | [0, 796, 0, 204] | [0, 695, 0, 305] | [0, 609, 0, 391] | [0, 475, 0, 525] | [10, 400, 3, 587] | [122, 287, 5, 586] | [335, 173, 19, 473] | [720, 61, 35, 184] |
| tp\_ROC | 0.127837 | 0.255762 | 0.338467 | 0.40804 | 0.524492 | 0.609753 | 0.720006 | 0.793234 | 0.9331 |
| tp\_PR | 0.251693 | 0.255762 | 0.311511 | 0.338626 | 0.363147 | 0.370657 | 0.416931 | 0.447892 | 0.480293 |
| AUC\_ROC | 0.826763 | 0.794023 | 0.777754 | 0.766786 | 0.761776 | 0.758263 | 0.765659 | 0.775941 | 0.783671 |
| AUC\_PR | 0.367298 | 0.50409 | 0.584559 | 0.669769 | 0.743793 | 0.798785 | 0.867553 | 0.921894 | 0.96335 |
| f1\_score\_ROC | 0.412 | 0.538 | 0.604 | 0.65 | 0.693 | 0.735 | 0.766 | 0.813 | 0.863 |
| f1\_score\_PR | 0.441 | 0.538 | 0.605 | 0.662 | 0.726 | 0.785 | 0.841 | 0.897 | 0.948 |
| max\_accurcy | 0.875 | 0.814 | 0.751 | 0.701 | 0.705 | 0.712 | 0.745 | 0.825 | 0.908 |

# Conclusion

In this paper, we examined the feasibility of integrating a data based households’ eligibility application in a basic income system. We analyzed the real data of one and a half million individual persons with a Bayesian network. We converted the individual household data to household level data and set the cash availability level of a household as the criterion, upon which, we can decide, whether it should be included in the receivers’ list of a basic income program or not. We designed experiments to see how precise we can distinguish the relative vulnerable groups of the society from the relative wealthier groups by changing the cash accessibility thresholds and classification probability thresholds. The experiments are carried out once with incorporation of a comprehensive set of households’ welfare attributes especially with considering their records of banking data and once with incorporation of a limited set of the households’ welfare attributes especially without considering their records of banking data. Thereby, we utilized standard machine learning metrics to evaluate the results of the experiments. The main emphasis of the metrics is put on the recognition of the relative vulnerable groups, which are marked as positives through the study. The metrics reveal that, the probability of proper recognition of the entire vulnerable households without error is infinitely low. The rare results, without false negatives being involved, comprise corner solutions, which describe the situation, where the administration is almost next to the point approximating a basic income system for the entire population of the society. However, the opportunities to optimize the achieve a balance between a highly precise recognition of relative wealthier groups and lowest error regarding false negative counts are obtainable. This becomes evident from different metrics applied in our study and happens subject to the following measures. First the cash accessibility threshold is set possibly nearer to the deciles at the right hand of the median levels. Second, the classification probability threshold is set possibly lower than the optimal one. Third, the welfare attributes profile of the households is comprehensive with consideration of the e.g. banking records. Considering these measures by applying a Bayesian network can ameliorate the budget deficiency issue of the government through excluding the relative wealthy groups from a basic income program and simultaneously let the basic income program running broadly for the rest of the society. This solution might still not be a perfect one for the small percentage of false negatives, who can be disadvantaged through a households’ eligibility application in a basic income system. For that purpose, there might be some administrative workarounds, which are not a part of this research. Furthermore, we only utilized Bayesian networks in our application. To our opinion designing more intelligible basic income systems based on information systems is relevant and this will be a matter of research by applying further machine learning methods in the context of the basic income concept.
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